Lec 2 爬虫

常见反爬虫策略：User Agent：利用Request Headers信息中的User-Agent信息，判断用户使用何种方式浏览。爬虫往往U-A部分为空。应对：Request库自定义请求头信息的手段，将U-A的值改为浏览器的请求头标识。IP/账号访问次数/频率：限制特定IP地址/账号访问频率和次数。其本质在于判断浏览行为是否是人类行为。应对：IP代理池、爬取后间隔一段时间、注册多个账号。验证码：伤害用户体验。应对：字符识别：基于机器学习与模式识别相关技术；逻辑推理：人工。动态网页：从网页的url加载网页的源代码之后，会执行JS程序加载网页内容。多用于音视频文件。应对：模拟调用请求，使用审查元素分析ajax请求，如此循环直到获得包含数据信息的json文件。蜜罐技术：留下一些人类看不到或者绝对不会点击的链接，爬虫会从源代码中获取内容，所以爬虫可能会访问这样的链接。发现有IP访问这个链接，立刻永久封禁访问者。应对：干涉爬虫路径。通过工具库判断页面上的隐含元素，使爬虫避开这些元素。用户权限限制：不同类型/级别的用户给予不同的内容权限。应对：氪金。不同的网页结构：相同类型的页面的源代码格式不同。多模态的呈现方式：文字转为图像或视频。应对：OCR、语音识别、图像/视频标签技术。

Lec 3 网页文字处理

基于匹配的分词方法：机械分词方法，按照一定的策略将待分析的汉字串与一个充分大的机器词典中的词条进行匹配，若在词典中找到某个字符串，则匹配成功。正向最大匹配FMM、反向最大匹配RMM、双向最大匹配BM（综合比较前两者的切分效果，直接合并结果或选择词数最少的结果）、最少切分分词（最短路径）（使句子中切出的词数目最少，等价于在有向图中搜索最短路径的问题，将每个字视作节点，前后自然连接边，词形成一条边，即寻

找有向图最短路径。边权=1或根据词频）（拓展：N-最短路径法，保留N条最短路径）。优点：效率高、直观性好。缺点：对词典的依赖性。维护词典开支、难应对新生词、词频与重要性无影响。

基于统计的分词方法：字与字相邻共现的频率或概率能够较好的反映成词的可信度。计算不同分词方案的概率，选出概率最大的分词结果。N-gram：文本中第N个词出现的概率仅仅依赖于它前面的N-1个词。一元：𝑃(𝑤) = 𝑃(𝑤1) 𝑃(𝑤2)…𝑃(𝑤𝑛)。二元：𝑃(𝑤) = 𝑃(𝑤1) 𝑃(𝑤2|𝑤1)…𝑃(𝑤𝑛|𝑤𝑛−1)。𝑃(𝑤𝑛|𝑤𝑛−1)= 𝐶(𝑤𝑛−1 𝑤𝑛) / 𝐶(𝑤𝑛−1) .优点：减轻了对于词典的依赖性（并非完全消除），结合机械分词则效率提升但依赖词典；减少对词典的依赖则解空间巨大。缺点：依赖已有数据中词频的统计，对于新生词汇或专业词汇不友好。冷门领域的稀有词汇往往难以准确划分；易受数据集先验偏差的影响。

隐马尔可夫模型：两个集合：观测值集合（字符集合）、隐藏状态值集合（BEMS）。三个矩阵：初始状态概率矩阵：第一个字属于某种隐含状态（BMES）的概率；隐含状态转移概率矩阵：各种隐含状态（各种标签）之间的转移概率；观测状态概率矩阵：从隐含状态（标签）到观测值（字符）的转移概率。当观测到句子𝑤1, 𝑤2…𝑤𝑛，希望找到相应的标签序列𝑠1, 𝑠2…𝑠𝑛，使得𝑃(𝑠1, 𝑠2…𝑠𝑛|𝑤1, 𝑤2…𝑤𝑛)概率最大。齐次假设：当前隐藏状态只与上一个状态有关系。观测独立性假设：观测值之间互相独立的，只与生成它的状态有关系。目标：使得𝑃(𝑠𝑖|𝑠𝑖−1)𝑃(𝑤𝑖|𝑠𝑖) 乘积最大。

初始化：在t=1时，对每个状态si，计算状态为si观测w1为指定状态的概率。

递归：对每个状态si，计算前一状态为sj（且观测wt-1为指定状态）且观测wt为指定状态的路径最大概率。同时，记录该最大路径的前一状态作为前驱。

终止：在最后一个字，取得到的最大概率，并得到最后一个字的状态。

回溯：从最后一个字的最优状态向前不断找前驱，还原全部标签。

停用词：文档中频繁出现或对实际语义影响不大的词语。The、of、的、是、数字、副词。为什么：重复率高，索引中的倒排表很长，影响查询性能。对排序没贡献，反而可能干扰。停用词识别方法：文本频率、词频统计、熵计算、统计与句法或内容分析。隐患：特定场景下有意义、停用词的组合有意义。现代搜索引擎的趋势是逐渐减少对停用词的使用，更关注利用语言的统计特性来处理常见词问题。压缩降低停用词表的存储开支。词项权重，将高频词的影响降至最低。索引去除技术，低于权重的词项将被排除。

归一化/词根化：指还原词语的特殊形式的过程。词干提取（缩减）：去除单词前后缀，获得词根，不一定是完整单词。词形还原（转变）：将单词的复杂形态转变成最基础的形态，根据词典将单词进行转换，更依赖于词典，转变得到完整单词。两者不是互斥关系，其结果有部分交叉。词形还原需考虑词缀转化、词性识别等，更为复杂。

Lec 4 网页索引

倒排表的构建：1.检索每篇文档，获得<词项，文档ID>对，并写入临时索引；2.对临时索引中的词项进行排序；3.遍历临时索引，对于相同词项的文档ID进行合并。

倒排表的查询：本质上是倒排记录表的合并过程。

倒排表的优化：改变处理顺序：按照文档频率的顺序进行处理。首先，获得所有词项的文档频率；其次，保守地估计出每个OR操作后的结果大小（考虑最坏情况）；最后，按照结果从小到大的顺序执行AND。跳表指针：较多的指针+较短的步长=更多的跳跃机会+耗费更多的存储空间。较少的指针+较长的步长=更少的指针比较次数+存储空间消耗更少+跳跃机会更少。以根号表长的间隔均匀放置跳表指针（没有考虑查询词项的分布，未必导致结果优化）。加入新属性：词项频率、词项类型。二元词索引：将文档中每个连续词对看成一个短语。更长的短语查询可以分为多个短查询处理（不能确定其中是否真正包含最原始的长短语）。位置信息索引：在记录词项的同时，记录它们在文档中出现的位置，位置信息索引能够用于邻近搜索（例如，间隔k个词）。可变长度编码：先存储G，并分配1bit作为延续位。如果G<128，则采用第一位延续位为1加7位有效二进制编码的格式。如果G>=128，则先对低阶的7位编码，然后采取相同算法对高阶位进行编码。最后一个字节（低位）的延续位为1，其他字节延续位为0。压缩词项列表：将词典视作单一字符串，词项之间用指针分割，指向下一个词项的指针同时也标识着当前词项的结束。按块存储：单一字符串在词项指针上需要占用较多额外空间。通过为每k个词项存储一个指针，来减少指针的总数量，需要额外1个字节用于表示词项长度。K越大，存储空间越小，查找越慢（块外二分，块内线性）。前端编码：使用特殊字符表示公共前缀。

Lec 5 查询和评估

相关性反馈类型：显式反馈：用户点击记录（只有正样本），拓展：不感兴趣、用户评论。隐式反馈：鼠标键盘动作（揭示用户身份）、用户眼球动作（揭示用户关注的内容）。优点：不需要用户显式参与，减轻用户负担，提升用户体验。用户行为某种程度上可以反应其兴趣，因此具有可行性。缺点：对行为分析有着较高的要求。准确度难以保证。某些情况下需要增加额外设备。伪反馈：无需用户参与反馈过程，而直接根据检索结果自动反馈。对于用户查询返回的有序结果，假定前K篇文档是相关的，在此基础之上，进行相关性反馈。可以提升检索的效果，但难以保证其准确性，甚至出现查询漂移。

查询扩展：用户针对词项的合适程度给出反馈，这些反馈将被用来构建更为完整的查询条件。用户选择和确认的查询扩展能够更好表达其查询意图。拼写检查：基于编辑距离。同义词拓展：对于某个查询词汇，使用辞典中的同义词或相关词进行扩展，维护词典需要代价。人工编纂。全局分析：分析文档集中的词项分布，来自动生成词典。计算相似度：与相似词共同出现、与特定语义关系共同出现。搜索日志。潜在问题：词项关联的质量。

准确率（Precision）：指检索出的文档中，相关文档所占的比例，也称查准率。计算公式为TP/(TP+FP)。

召回率（Recall）：指所有相关文档中，被检索出来的部分的比例，也称查全率。计算公式为TP/(TP+FN)。无法列举所有相关文档，故召回率无法准确计算。解决方案：缓冲池。针对某一检索问题，各个算法分别给出检索结果中的Top N个文档。将这些结果汇集起来并进行人工标注，从而得到一个相关的文档池。假设大多数相关文档都在这个文档池中。

Accuracy：(TP+TN)/(TP+TN+FP+FN)，在信息检索的相关任务中并不常见。不返回搜索结果，能保证TN最大。

F值：准确率与召回率的加权调和平均数。当两者同等重要时，F=2PR/(P+R)。算数平均和几何平均在处理极端情况下的效果并不够合理。

P-R曲线：以准确率和召回率分别作为两条轴线，通过选定不同的阈值得到不同的P-R点并连接成线。可通过平衡点（P=R）比较算法好坏。

ROC曲线：以真正率TP/(TP+FN)和假正率FP/(FP+TN)作为两条轴线，通过选定不同的阈值得到不同的真正率假正率点并连接成线。对角线表示区分能力为0，即随机猜测。在对角线上端越远，效果越好。低于对角线的结果无意义。P-R曲线和ROC曲线可以通过比较曲线下的面积（AUC）判断算法好坏。

P-R曲线和ROC曲线的选择：ROC曲线兼顾正负样例，更为全面，而P-R曲线则只考虑正例。用户往往更关心正样本，如果面向特定应用场景（如检索），P-R曲线是个好选择。单份数据正负样本比例失调时，P-R曲线更合适。当负样本比重过高时，负例的数目众多致使FPR的增长不明显，导致ROC曲线呈现一个过分乐观的效果估计，从而难以体现出性能的差异性。P-R曲线受分布影响大，多份数据且正负比例不一时ROC曲线更合适。

P/R@N：前N个检索结果文档的准确率/召回率。大多数用户只关注第一页或前几页，因此对于大规模搜索引擎来说是很合适的评价指标。如果相关文档数小于N，P@N的理论上限必定小于1。由于返回结果有限，R@N值，甚至其理论上限往往都远小于1。新的不相关文档被检索时，Recall不变，Precision下降，故P/R@N曲线呈现锯齿状。

R-Precision：在所有相关文档总数位置上的正确率，即P@N，N=相关文档总数。

AP：平均准确率，对不同召回率点上的正确率进行平均。未插值AP：查询Q共有6个相关结果，排序返回了5篇相关文档，位置分别是第1，第2，第5，第10，第20位，则AP=(1/1+2/2+3/5+4/10+5/20+0)/6。插值AP：事先选定插值点数并进行插值。例如，当计算11点平均时，计算在召回率分别为0（第一条），0.1，0.2，…,1的十一个点上的正确率求平均。简化AP：只对返回的相关文档进行计算，没有考虑召回率和补零的情况（不补0）。

CG：累计增益。用于衡量位于位置1 到 p 的检索结果的相关度之和。未考虑文档位置。CG=sum{rel\_i}

DCG：折损累计增益。若搜索算法把相关度高的文档排在后面，则应该给予惩罚。DCG=rel\_1+sum{rel\_i/lb i}或DCG=sum{((2^rel\_i)-1)/lb(i+1)}。后者采用指数，更突出相关性。

NDCG：归一化折损累计增益。将DCG除以完美结果下得到的理想结果iDCG。

MAP：多查询评价，对所有查询的AP求算数平均。

MRR：第一个相关的文档的位置的导数RR。对多个查询的RR做算数平均。

多样性评估：为什么：用户的单次搜索可能体现出多方面的需求。用户搜索可能存在歧义，需要展示多方面内容加以确认。要避免信息茧房的产生。核心思想：降低用户无法获得所需信息的风险，尽可能确保排序靠前的结果中至少有一个结果满足用户的需求。两种方式：隐式模型：只计算文档之间的差异性。显式模型：更加具体地考量文档所对应的用户意图。

Lec 6 排序（上）

信息检索模型的形式化表述：[D,Q,F,R(Di,q)]。D：文档表达；Q：查询表达；F：查询与文档间的匹配框架。R：查询与文档间的相关性度量函数。

布尔模型：D：词项的组合；Q：布尔表达式；F：完全匹配；R：满足布尔表达式。

Jaccard系数：JACCARD(A,B)=|A∩B|/|A∪B|。将文档视作词项的集合。不足：查询词本身未做重要性区分、没有仔细考虑文档的长度因素、不考虑词项频率、未考虑罕见词比高频词的信息量更大。

词项频率TF：查询词在文档中出现得越多，该文档越相关。TF指词项t在文档d中出现的次数。不足：相关性与频率并不线性相关。改进：引入对数词频wf(t,d)=1+lg tf(t,d) if tf(t,d)>0 else 0，数量级的差异性所造成的影响变得更为缓和。将文档与词项的匹配得分定义为所有同时出现在查询与文档中的词项其对数词频之和。

文档频率DF：有些词在单个文档中出现的多，是因为这个词本身就很常用（eg停用词）。罕见词的信息量更为丰富，而频繁词的信息量相对较少。df(t)指出现词项t的文档数量。idf=lg(N/df(t))。

TF-IDF：W(t,d)=(1+log tf(t,d))\*log(N/df(t))直接相乘。在少数文档内多次出现的词更适合衡量文档相关性。

向量空间模型：每个文档和查询视作一个词项权重构成的向量，查询时通过比较向量之间相似性来进行匹配。步骤：首先，将文档与查询表示成词项的tf-idf权重向量。其次，计算两个向量之间的某种相似度。最后，按相似度大小进行排序，将Top-K的文档返回给用户。优点：简洁直观，可以支持多种不同度量或权重方式，实用效果不错。缺点：缺乏语义层面的理解和匹配，同时依赖tf-idf值也可能造成干扰（用户无法描述词项之间的关系，词项之间的独立性假设实际上不成立）。

查询与文档的匹配：欧氏距离：对于向量长度（文档长度）非常敏感。余弦相似度。

基于迭代的查询意图更新：用户的查询意图可能无法一蹴而就，而需要通过相关性反馈实现逐步更新。在本质上，这一过程是使查询意图的表达逐步逼近用户目标文档的过程。罗基奥算法使得查询尽可能离与之相关的文档更近，离与之不相关的文档更远。q\_m=αq+β/|D\_r|\*sum{D\_r}-γ/|D\_nr|\*sum{D\_nr}，即原查询向量、相关文档质心、不相关文档质心的加权。通过设置β>γ来给予正反馈更大的权重，很多系统甚至只允许正反馈，即γ=0。

Lec 7 排序（下）

Pointwise：将排序退化为分类或回归问题。基本假设：训练样本中的任何一个查询-文档对，都可以映射到一个分值或一个有序的类别（如优良中差）。往往更为注重文档的相关度得分，而并不注重文档之间的相关性排序。Pairwise：将排序问题转化为分类问题（二分类或三分类）。每次比较一个查询与两个文档，衡量两个文档的偏序，分类器判断哪个文档应该排在前面（分类对应的标签为{1,-1}或{1,0,-1}）。优点：实现了从绝对相关性（分值）到相对偏序的改进。缺点：两两成对导致样本数大为提升，计算资源开支增加，受样本不平衡问题的影响，无法体现全局排序的合理性。

Listwise：直接面向整体排序结果进行优化，将排序的完整队列作为学习的对象。采用某种IR指标对排序进行优化，或设计面向完整排序的损失函数。

PageRank：将网页视作点，网页间的超链接视作有向边，从而形成一个巨大的有向图。网页入度越多，网页被引用和被推荐就越多，重要性就越大。公式：PR(pi)=(1-d)/N+d\*sum{PR(pj)/L(pj)} for pj in M(pi)。L(pj)为pj发出的链接数量，d为阻尼系数，N为网页总数，M(pi)为链入pi的页面集合。计算过程：首先给每个网页赋予一个初值，例如1/N，然后利用之前的公式进行迭代有限次计算，得到近似结果。Restart机制：(1-d)/N相当于以一定概率重新选择起点，跳出陷阱（仅指向自己）与黑洞（无出边），d一般0.85。收敛性：马尔科夫过程，A=dM+[(1-d)/N]E，则P(n+1)=AP(n)。收敛条件：A矩阵所有元素都大于等于0，并且每一列的元素和都为1；转移矩阵A为不可约的，当图是强连通时，A为不可约，而Restart保障了这一条件；转移矩阵A为非周期的。

HITS：权威（Authority）网页与枢纽（Hub）网页的区分。权威网页：指某个领域或某个话题相关的高质量网页。中心网页：类似中介，指向了很多高质量的权威网页。HITS的目的即在海量网页中找到并区分这些与用户查询主题相关的高质量“Authority”与“Hub”网页，尤其是“Authority”。计算过程：邻接矩阵为M，Authority向量为a，Hub向量为h。迭代式：a\_{k+1}=M^T\*h\_k，h\_{k+1}=M\*a\_{k+1}。或a\_{k+1}=(M^T\*M)^k\*M^T\*a\_0，h\_{k+1}=(M\*M^T)^{k+1}\*h\_0。两初始向量可均设为全1向量。优点：能够区分网页功能的排序算法，更好地描述互联网组合特点；主题相关，因此可以单独用于网页排序。缺点：需要在线计算，时间代价较大；可能受到链接作弊的影响；初始页面的选择对查询结果有影响。

Lec 8 个性化检索（上）

基于内容的推荐：基本想法：用户的偏好一般相对稳定，因此给用户推荐他以前喜欢的项目。为实现基于内容的推荐，对于每个备选项目，需要给出相应的画像（往往以向量的格式存在）。用户的画像可由他曾经评分过的项目画像所估计。一般采用加权平均的方式得到用户画像向量（基于评分进行加权）。基于用户与项目画像，可采用相似性度量进行评分。优点：每个人的推荐过程相互独立，不需要其他用户的数据；可以为具有独特偏好的用户进行有效推荐，不受大众倾向性和热度的影响；可以推荐新项目或非热门项目；推荐结果有着较好的可解释性，可列举内容特征作为推荐的依据。缺点：找到合适的特征困难，特征的提取可能存在误导性；过度特化，信息茧房。

基于协同过滤的推荐：基于用户推荐：找到相似用户并基于历史行为推荐。Sim(a,b)=ab向量的相关系数（两向量协方差除以两向量标准差）。Pred(a,p)=a的平均分+对(a的n最近邻给p的打分去中心化后)使用sim进行加权平均。无评分的项均跳过，相关性小于0的邻居不考虑。基于项目推荐：同一个人给两个项目打出相似分数，说明他认为两个项目相似。计算方法与基于用户推荐相似，但最终计算评分时不需要平均分修正（因为只针对该用户自己的评分算加权和）。基于项目推荐效果更好：项目的属性相对单一，而用户的偏好则更为丰富多样；某样项目受欢迎的理由相对固定，而用户可能在不同情境下体现出不同的偏好。优点：可适用于任意种类项目，不受多模态、非结构化信息表征与特征选取的困扰。缺点：冷启动、稀疏性（用户评分记录严重稀疏，很难找到评价过同一项目的用户）、热度偏差（更倾向于推荐热门项目，对具有独特偏好的用户推荐效果差，小众偏好很容易被热门偏好所淹没）

矩阵分解：评分矩阵R被近似视作项目属性矩阵Q与用户偏好矩阵P的乘积。估计两个潜在因子矩阵目标：最小化估值与实际值的差的平方和（误差平方和）min sum (r\_xi-q\_i\*p\_x)^2。问题：潜在因子的维度K过大，数据稀疏的情况下会导致过拟合。解决方法：引入更多训练数据；收缩参数，引入正则项min sum (r\_xi-q\_i\*p\_x)^2+(λ\_1\*sum||p\_x||^2+λ\_2\*sum||q\_i||^2)。问题：潜在因子矩阵元素不允许为负。解决方法：引入噪声矩阵E=R–PQ，最小化噪声矩阵。考虑优化噪声所对应的2-范数，通过梯度下降法，迭代式：p\_ik←p\_ik+α\_1[(R-PQ)Q^T]\_ik，q\_kj←q\_kj+α\_2[(P^T(R-PQ))]\_kj，其中中括号部分为对矩阵元素的偏导。取α\_1=p\_ik/[PQQ^T]\_ik，α\_2=q\_kj/[P^TPQ]\_kj，则由于R矩阵非负，在P、Q初始值非负的情况下，迭代一直非负。

概率矩阵分解：在数据稀疏且有噪声的情况下，引入某些规律，实现对于参数更好的描述。比如参数符合高斯分布。

Lec 9 个性化检索（下）

维度归约：删除不具有区分度的特征，同时可能降低噪声。避免维度灾难的同时，模型更容易理解，也更易于可视化。维度灾难：计算量呈指数级增长，难以处理；数据稀疏，没有足够数据可建模。方法：主成分分析、特征子集选择、为特征赋予不同权值。维度归约可能造成信息损失，甚至产生误导效果。

主成分分析：通过正交变换将一组可能存在相关性的变量转换为一组线性不相关的变量，转换后的这组变量叫主成分。通过这种方式，可以采用较少的综合指标综合先前存在于各个属性（且相关）中的各类信息，而综合指标之间彼此不相关。

最大特征值对应的特征向量可以最大化投影方差。要求得数据样本的最大的K个特征值，其特征向量所对应的线性组合就可以形成K个新的综合指标。K个特征值的比重反应了主成分的信息量，一般应大于0.85。

计算过程：1.标准化，计算每个特征的均值，原始特征减去均值；2.计算各个特征间的协方差矩阵C；3.计算协方差矩阵的特征值与特征向量，并单位化特征向量；4.计算投影矩阵（特征向量按列拼接），投影。

主成分分析依赖于原始变量，也只能反映原始变量的信息，因此，原始变量的选择很重要。主成分分析的内在假设之一是原始变量直接存在一定的关联性。PCA的结果未必清晰可解释，与选取的原始变量及数据质量等都有关。

情境感知的查询理解：动机：用户查询存在歧义、用语精简，缺乏精确性，借助情境信息协助判断用户意图。情境信息：所有与人机交互相关，用于区分标定当前特殊场景的信息，例如搜索的上下文。查询概念：一组有着相同语义的查询词。

数据采样：简单随机采用：对于所有对象，采用简单的等概率方式进行采样，分为有放回、无放回。分层采样：对数据进行分组，从预先指定的组里进行采样。样本容量：影响采样效果的重要因素之一；较大的样本容量更能完整代表数据，但降低了采样的收益；较小的样本容量在采样收益上更高，但可能造成信息的损失。启发式采样：分组采样，组内的数据高度相似，而不同组的对象差异性较大。渐进式采样：从一个小样本开始，然后逐步增大采样规模；在模型的准确率趋于稳定的时候停止采样，从而确定采样规模。优点：不需要在一开始就确定采样的容量。缺点：计算开销大（需要多次迭代）。

数据离散化：将连续属性变换为分类属性。非监督离散化：等宽、等频率、K均值。有监督离散化：更注重问题导向，其目的在于取得更好的结果。基于熵的方法是最重要的有监督离散化方法之一。

Lec 11 知识图谱导论

信息抽取：从语料中抽取指定的事件、事实等信息，形成结构化的数据。从文本中获取用户感兴趣的事实信息，借助于自然语言处理技术，通常领域相关（借助领域知识辅助抽取）。“抽取实体，确定关系”。实体：即命名实体，指文本中的基本构成块，如人、机构等。属性：实体的特征，如人的年龄、机构的类型等。关系：实体之间存在的联系，也称事实，如公司和地址之间的位置关系、公司与人之间的雇佣关系。事件：实体的行为或实体参与的活动。基本任务：命名实体NE（实体抽取）：命名实体抽取是信息抽取最重要的任务。模板元素TE（属性抽取）：模板元素又称为实体的属性，目的在于更加清楚、完整地描述命名实体。通过槽描述了命名实体的基本信息。共指关系CR：如果不同的命名实体表达了相同的含义，即为共指关系，也称为等价概念。模板关系TR（关系抽取）：实体之间的各种关系，又称为事实，通过关系抽取，将实体关联起来，并为推理奠定基础。场景模板ST（事件抽取）：又称事件，是指实体发生的事件。常见的新闻事件描述模板5W1H。

信息检索：从文档集合中找文档子集，通常利用统计与关键词等技术，通常领域无关。

知识图谱的表示：由结点和结点之间的边组成，结点表示概念（或实体），边表示关系（或属性）。关系：侧重实体（Entity）之间的关联，例如“高于”。属性：用于描述实体的特征，例如尺寸。点和边组成知识图谱的基本单位：三元组（实体-关系-实体）。

知识图谱的优点：知识图谱至少可从以下三个层面提升搜索的效果：1.找到最想要的信息：将信息直接呈现，无需用户劳动；2.提供最全面的摘要：对搜索对象进行总结，提供更完整的信息和关联；3.让搜索更有深度和广度：构建完整知识体系，使用户获得意想不到的新发现。

事理图谱：描述逻辑社会，研究对象是谓词性事件及其内外联系（区别），借助事理逻辑链接形成对于事件的推理（应用）。不足：关系的边界比较难以界定；对于事件关系的研究大量集中于因果关系等，对于其他关系的研究较少；事件的定义不够明确，从而引起抽取事件比较困难。

多模态图谱：实体和属性可能是多模态的（区别），表示与整合多模态知识（应用）。作用：模态知识互补：不同模态协同服务于实体的理解；模态信息搜索：以不同模态作为信息入口；模态语义增强：利用知识图谱增强多模态任务。属性多模态：优点：易于从现有图谱中进行扩展，即通用图谱可以轻松扩展，概念和关系不用改变；可以推理视觉知识。缺点：实体仍仅限于文本概念描述；1个概念可以对应N张图片，但1个图片无法对应N张概念。实体多模态：优点：视觉语义信息丰富，场景多源化；关系丰富。缺点：图谱庞大；符号复杂。

Lec 12 知识抽取与表达（上）

命名实体识别是信息抽取中的核心任务，它往往包含两个子任务：判别实体边界；判别实体类型。难点：与分词的难点非常相似：不断有新的命名实体涌现；命名实体存在严重歧义；命名实体构成结构复杂；命名实体类型多样（如共指关系复杂）。

命名实体识别方法：基于词典：预先构建一个命名实体词典，词典中的词汇即识别为命名实体。优点：简单快速，与具体语境无关，容易部署和更新。缺点：难枚举所有的命名实体名；维护代价；实体歧义。基于规则：手工构造规则模板，对符合规则的实体进行识别。优点：当提取的规则能较精确地反映语言现象时，性能较好。缺点：不同表达对应不同规则，规则库大；规则往往依赖于具体语言、领域和文本风格；代价太大，系统建设周期长、移植性差。基于统计：抽象为序列标注问题。四类标注：B（词的开始）、M（词的中间）、E（词的结束）、S（单字词）。分支一：基于分类的命名实体识别方法，将 NER 视作一个多分类问题，通过设计特征训练分类器的方法加以解决。分支二：基于序列模型的命名实体识别方法，与分词中的序列标注方法思路类似，区别在于标注的不同。

实体对齐：指对于异构数据源知识库中的各个实体，找出属于现实世界中的同一实体（如跨社交网络用户匹配）。基于表征的知识图谱实体对齐：利用相似性合并使关系表征拥有统一的向量空间。

实体链接：将文本中的提及链接到知识库中的实体上。方法：神经网络、预训练语言模型。

Lec 13 知识抽取与表达（下）

关系抽取：从文本中识别出两个实体（或多个实体）之间存在的事实上的关系。意义：搜索引擎发现和关联知识的重要渠道，知识库构建与知识关联的基础性手段，是支持问答系统、推荐系统等应用的有力工具。方式：1.基于规则；2.基于模式；3.基于机器学习。

基于规则：优缺点：1.通常针对特定领域的特定关系抽取任务，可以根据想抽取的关系的特点设计针对性的规则，但部分任务可能很难制定规则；2.基于手工规则的方法需要领域专家构筑大规模的知识库，这不但需要有专业技能的专家，也需要付出大量劳动，因此这种方法的代价很大；3.知识库构建完成后，对于特定领域的抽取具有较好的准确率，但移植到其他领域十分困难，效果往往较差。

DIPRE：基本元素：元组：表示关系实例，如<Foundation, Isaac Asimov>—<Title, Author>。模式：包含常量和变量，例如 ?x , by ?y的形式（可表示“title”by“author”）。基本假设：元组往往广泛存在于各个网页源中；元组的各个部分往往在位置上是接近的；在表示这些元组时，存在着某种重复的“模式”。流程：首先，输入一组种子元组实例R，如若干<title, author>的实体对；其次，基于种子实例集合R，找到这些元组在网页中出现的内容O（Occurrence），注意寻找的时候保留上下文信息（Surrounding Context）；进而，基于找到的元组实例O，生成模式P；最后基于生成的模式，找到更多的元组实例R，此时可选择停止，或返回第二步继续基于新实例生成新模式（此时生成的新模式可能与之前的模式有所差异）。Occurrence：元组在网页中的呈现形式，一般而言，只有元组的元素在网页中非常接近。模式：将同一关系的不同实例在网页上所呈现的不同Occurrence中，相同内容保留下来，不同内容采用通配符取代，即可得到近似的模式。将URL的前缀（Prefix）引入模式中，用于描述模式的限定范围。生成模式的基本步骤：首先，将Occurrence归纳为Order（元素的顺序）和Middle（中间部分）；其次，定义模式如下：模式的Order和Middle，即为 Occurrence 集合的Order和Middle；模式的URLPrefix、Prefix、Suffix，分别为Occurrence集合中最长的公共（Shared）URL前缀与前、后缀，其他部分采用通配符填充。

远程监督：思想：如果某个实体对之间具有某种关系，那么，所有包含这个实体对的句子都是用于描述这种关系。局限性：语义漂移，不是所有包含该实体对的句子都表达该关系，错误模板会导致关系判断错误，并通过不断迭代放大错误。优化方案：动态转移矩阵：引入一个动态转移矩阵，描述各个类之间相互标错的概率。在利用算法得到的关系分布的基础上乘以这一转移矩阵，即可得到相对更为准确的关系分类结果。规则学习：模拟远程监督的启发式标签过程，设计相应的否定模式列表NegPat(r)，专门用于去除错误的标签，即某些关系的判断是否为错误。注意力机制：即使是被打入同一个包里的句子，不同句子对于训练关系判别模型的贡献度也不相同，这一贡献度可以采用注意力模型加以衡量。采用深度学习技术，获取对于整个句子的表示。进而，通过注意力机制，将最能表达这种关系的句子们挑选出来。

事件抽取：事件是信息的一种表现形式，其定义为特定的人、物，在特定时间和特定地点相互作用所产生的客观事实。基本要素：事件类型：与触发词相对应，往往可以通过触发词分类加以识别；事件元素：事件的参与者，主要由实体、时间等组成；事件元素角色：事件元素在事件中充当的角色。

Lec 14 知识图谱与图计算

图表示学习算法：将图数据进行向量化表征，映射到一个低维的向量空间，在这个低维向量空间中，图的结构特征和语义特征得到最大限度的保留。邻接图矩阵：每一行表示一个节点，1/0分别表示与对应节点是/否连接，这一行可以视作该节点的一个表示向量；该思路可用于最基础的图聚类问题；局限性：未能充分融入节点结构信息，节点属性信息无法加入。基于随机游走的图表示学习：基于随机游走的邻居节点序列，挖掘图结构信息。基于图神经网络的图表示学习：利用神经网络来学习图结构数据，提取和挖掘图结构中的特征和模式。图神经网络技术：路径游走、面向表征整合的消息传递。

Lec 16 社会网络

独立级联模型：“独立”体现在，每次激活都是一次独立事件，相互不产生影响。同时，每个已激活节点，只有一次机会尝试激活他/她的未激活邻居节点。

如果某个节点在第t轮被激活，那么，他仅有一次机会，即仅能在t+1轮，尝试激活他所有未被激活的邻居节点。t=1时，仅有种子节点可以尝试激活其他节点。整个传播过程直到所有节点都被激活，或没有新节点可以被激活为止。

对于节点v而言，他激活邻居节点w的概率采用P\_vw表示。基本传播模型里，为简化考虑，一般将P\_vw设为1/N，N为w节点的入边的数量。

线性阈值模型：将信息传递过程视作多人影响的叠加过程。一个用户会被某个信息激活，如果来自他已激活邻居的影响超过某个阈值。阈值预先设定，往往为从[0,1]均匀分布中随机抽取的一个数值（或根据用户对信息的兴趣等决定）。

对比：线性阈值模型与独立级联模型的区别：随机性。对于独立级联模型来说，其随机性在于抛硬币的过程。独立级联模型是完全随机过程，每一次的结果可能都不相同，一般需要重复多次以确定个体节点被激活的可能性。对于线性阈值模型来说，其随机性在于边权重/阈值的确定。如果采用启发式方法确定边权/阈值，则该方法结果完全由方法设计决定，一旦确定边权/阈值（无论何种方式），其结果具有唯一性。

信息传播最大化方法：PageRank及其衍生模型、核心性（Centrality）度量、计算单个节点所能够激活的邻居数量，再进行排序。存在问题：在寻找“最具影响力的节点”时可行，在确定影响力节点集合时不可行（可能存在影响范围重叠）。

目标：找到一个节点集合S，使得f(S)的期望最大，并且|S|=k只选择k个节点作为初始节点。

f(S)特性：子模特性。1.f(S)非负；2.f(S)单调非减，f(S+v) >=f(S)，新增加一个节点，至多不增加新激活，不至于减少；3.f(S)具有子模特性：对于任何集合对S,T且满足S⊆T时，给定节点v，有f(S+v)-f(S)>=f(T+v)-f(T)。

在ICM / LTM等模型定义下传播最大化问题可以归约为集合覆盖和节点覆盖问题，是NP难问题。

由于f(S)函数具有子模特性，我们可以采用贪心算法近似求解：1.以空集合为起点，即初始S=∅；2.经过k次迭代，每次选择最大化f(S+v)-f(S)的节点v。贪心算法可以实现至少(1–1/e)的近似效果。

信息传播元素：发送者，也称作信息源或“种子节点”。指在信息传递开始时拥有信息的那一小部分用户集合。接收者，指作为潜在传播目标的广大用户集合，接收者集合的规模要远大于前者，且不同发送者的目标集合存在重叠。媒介，指传播过程发生的平台。

