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[0 Differential Entropy

O AEP for Continuous Random Variable

[ Relative Entropy and Mutual Information

O Property of Differential Information Measures

O Information inequalities and applications



I[(X;Y): Correlated Gaussian

(Mutual information between correlated Gaussian random variables with correlation p) Let

(X,Y) ~N(0,K), where
o G2 paz
- Lmz o’ ]
1(X;Y)?

1
h(X) = h(Y) = Elog 2mea?
1 1
h(X,Y) = Elog(2n6)2|K| = Elog(Zne)Za‘L(l — p?)

I(X;Y) =h(X) + h(Y) — h(X,Y) = —%log(l — p?)

X and Y are independent and [ is 0

m p=0,
B p=41,X and Y are perfectly correlated and [ is ©




Maximum Entropy with Constraints

1
h(X) < =log 2med*

2
with equality iff X ~ N'(u, a?)
B Let the random variable X € R satisfy EX? < g?. Then

1
h(X) < =log 2med?
with equality iff X ~ N'(0, 02)

B Let the random variable X € R have mean [ and variance @2. Then

1. Let X; ~ N(,u,O'Z). Consider
D(X||Xg) =0
Then
f
log— =0
J rree
1
A(O) = () < [ flogg = - [ flog
1 1
h(X) < =log2mo? + 5=
2. Var(X) = E(X?) — E(X)? < 62. = Case 1.
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2

_ 2
(-2

log 2mea?

E(X2),Var(X) % £ IR T,
B 02 RA A




Maximum Entropy

Consider the following problem: Maximize the entropy h(f) over all probability densities f satisfying
1. f(x) = 0, with equality outside the support

2 [ f(x)dx =1 (++)
3. J fQr(x)dx = a; for 1 < i < m. (r;(x) is a function of x)

Thus, f is a density on support set S meeting certain moment constraints a4, &, ..., Ay,.

Theorem 12.1.1 (Maximum entropy distribution) Let

Fr(x) = fi(x) = etotEis liri(®)
X € S, where Ay, ..., A, are chosen so that f* satisfies (+ +). Then f™ uniquely maximizes h(f) over
all probability densities f satisfying constraints (+ +).

B Let S = [a, b], with no other constraints. Then the maximum entropy distribution is the uniform
distribution over this range.
B S = [0,0)and EX = u. Then the entropy-maximizing distribution is

1 _x
f(x)=;e K, x=0

B S=(—00,®),EX=a;,and EX? = a,. The maximum entropy distribution is ]\f(al, a; — af)

Ref: Cover Ch. 12




Hadamard’s Inequality

K is a nonnegative definite symmetric n X n matrix. Let |K| denote the determinant of K.

Theorem (Hadamard) |K| < [[K;;, with equality iff K;; =0, i # ]

Let X ~ NV(0,K). Then

n
1 1
—log(2me)" K| = h(Xy, Xz, .., Xu) < BR(X)) = zzlog 2melKy|

i=1
with equality iff X1, X;, ..., X}, are independent (i.e., K;; = 0,0 # j )

B log|K]| is concave
B log(|Knl|/|Kn—pl) is concave in K

B |K,|/|K,,—1] is concave in K,,

B A general technique to deal with nonnegative
definite symmetric matrix K

B Ref.Ch.17.9,17.10, Cover




Balanced Information Inequality

Differences between inequalities of the discrete entropy and differential entropy
B Both HX,Y) <HMX)+ H(Y) and h(X,Y) < h(X) + h(Y) are valid

B H(X,Y) > H(X) but neither h(X,Y) = h(X) nor h(X,Y) < h(X) is valid
Take H(X,Y,Z) < 7H(X) + - H(Y,Z) + > H(Z,X) for example.

Count the weights of random variables X, Y, Z in both sides
1 5
X:1,1;Y:1,—; Z:1,—
) ) ) 2 ) ) 4
1 1

The net weights of X,Y,Z are O’E —3

Balanced: If the net weights of X, Y, Z are all zero.
1 1 1
h(X,Y) < h(X)+ h(Y)and h(X,Y,Z) < Eh(X, Y) + Eh(Y, Z)+ Eh(Z,X)

Let [n]: = {1,2, ...,n}. For any a € [n], denote (X;:i € @) by X, . For example, @ = {1,3,4}, we

denote X7, X3, Xy by X1 3 4} for simplicity.

B We could write any information inequality in the form ), w, H(X,) = 0 or )., w, h(X,) = 0.

B An information inequality is called balanced if for any i € [n], the net weight of X; is zero.

B The linear continuous inequality Y., w, h(X,) = 0 is valid if and only if its corresponding
discrete counterpart )., w, H(X,) = 0 is valid and balanced.

Ref: Balanced Information Inequalities, T. H. Chan, IEEE Transactions
on Information Theory, Vol. 49, No. 12, December 2003




Han's Inequality

B Let (X{,X,,...,X,,) have a density, and for every S € {1, 2, ..., n}, denoted by X(S)
the subset {X;:1 € S}. Let

A = 1 h(X(S))
@)
S:|S|=k
m 1 h(X(S)|X(5))
gk (n) k
k/ s:|S|=k
B Whenn = 3,
B3 H(X;) + H(X;) + H(X3) O H(Xy,X3) + H(X3, X3) + H(X3,X1)
r 3 -z 6

> b = H(Xy, X, X3)/3
3) _ H(X11X5, X3) + H(X;]|X1, X3) + H(X3]X1, X3)
1

3
(3) _ H(X1, X31X3) + H(X3, X31X1) + H(X3, X11X3)

< —
6
3
< g5 ) _ = H(Xy, X5, X3)/3

Han's inequality:
h™ = b = hY = HXy, Xy, o Xp) /= g 2 o 2 g > g™




Information of Heat

B Heat equation (Fourier): Let X be the position and t be the time,

ad 1 9°
S FE0 = 52 fx.0
B Let X be any random variable with a density f(x). Let Z be an independent normally
distributed random variable with zero mean and unit variance, Z ~ N (0,1). Let
Y, =X +tZ
The probability density function f(y; t) (f (y; t) is a function in y, not t) of Y; satisfies heat
equation

1 03
f(y;t)=]f(x)re 2t dx

2wt

Gaussian channel & Heat equation




Entropy and Fisher Information

Fisher information: Let X be any random variable with density f(x). lts Fisher information is

given by
2

i}
e axf )
= 1|

B Let X be any random variable with a density f(x). Let Z be an independent normally

dx

distributed random variable with zero mean and unit variance. Let ¥, = X ++/tZ

P} 1
Py h(Y,) = 31 Yo

B Let f(y,t) (or f) be the p.d.f of Y;

0 1 1
ah(yt) _EI(Yt) —Edey >0

0 oy L[y B
ﬁh(Yt)__EJf(T_F> dySO

B When X is Gaussian N (0,1),
1
h(Y;) = Elog 2me(1+t)

All the derivatives alternate in signs: +, -, +, -, ...




Higher Order Derivatives of h(Y;)

(Cheng 2015) Let X be any random variable with a density f(x). Let Z be an independent
normally distributed random variable with zero mean and unit variance. LetY; = X + \JVtZ and

f(y,t) (or f) be the p.d.f of Y;. Then

fi

3 4
33 h(Y;) = 0 and ™ — h(p) <
an
Conjecture: When n is even, P h(Yt) < 0, otherwise ﬁh(Yt) >
2 = /f(fz fif fl) PGS
) =3 A
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Ref: F. Cheng and Y. Geng, “Higher Order Derivatives in Costa's
Entropy Power Inequality”




EPI and FlI

(Shannon 1948, Entropy power inequality (EPI)) If X and Y are independent random n-vectors
with densities, then

2 2 2

e2h(X+Y) > o2h(X) 4 o2h(Y) (n=1)

B Fisher information inequality (Fll)

1 1 1

= +
IX+Y) 1(X) I(Y)
B Most profound result in Shannon’s 1948 paper

B EPl can imply some very fundamental results
B Uncertainty principle
B Young’s inequality
B Nash’s inequality
B Cramer-Rao bound

Reference
B T. Cover, “Information theoretic inequalities,” 1990
B O. Rioul, “Information Theoretic Proofs of Entropy Power

Inequalities,” 2011
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