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Data Compression: Existing Systems
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International Morse Code

1. The length of a dot is one unit.
2. A dash Is three units.

3. The spi between parts of the same lett nit.

4. The spi between letters is th ts

5. The spi between words is se ts.
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Morse code: ‘E’, ‘', ‘5, ‘4’

“gzip” is a file format and

a software application used

for file compression and
decompression. "g" is from "GNU*
The gzip format is used in HTTP
compression: Chrome, IE, Firefox
Linux: gzip command

Python: gzip module

import gzip

s_in = b"Lots of content here"
s out = gzip.compress(s_in)

Abraham Lempel and
Jacob Ziv: LZ77, 778




Examples of Codes

Let X be a random variable with the following distribution and codeword assignment:
PriX =1)=1/2, codeword C(1) = 0
Pr(X = 2)=1/4, codeword C(2) = 10
Pr(X = 3)=1/8, codeword C(3) 110
Pr(X = 4)=1/8, codeword C(4) 111

B Without of loss of generality, we can assume that the D-ary alphabetis D =
{0,1,...,D — 1}.

B A source code (/847 #%) C for a random variable X is a mapping from X, the range
of X, to D*, the set of finite-length strings of symbols from a D-ary (DJG 4) alphabet.
Let €(x) denote the codeword corresponding to x and let I(x) denote the length of
C(x).

B The expected length L(C) of a source code C(x) for a random variable X with
probability mass function p(x) is given by

L(C) = Tyex PI()
B What is min L(C)
B How to construct such an optimal code

H(X) =£ and L(C) =£



Nonsingular Code

B A code is said to be nonsingular if every element of the range of X maps into a
different string in D*; that is,
B x+x' =Ckx) #Ck) (24
B The extension C* of a code C is the mapping from finite length strings of X to
finite-length strings of D, defined by
C(x1x3 ) = C(x1)C(x2) ... C(xp),
where C(x1)C(x5)...C(x,) indicates concatenation of the corresponding
codewords.

B If C(x;) = 00 and C(x,) = 11, then C(xyx,) = 0011.

B A code is called uniquely decodable if its extension is nonsingular.

-- In other words, any encoded string in a uniquely decodable code has only one

possible source string producing it.

B A code is called a prefix code(H] 2% %) or an instantaneous code( Bl i 5) if no
codeword is a prefix of any other codeword.

--An instantaneous code can be decoded without reference to future codewords since

the end of a codeword is immediately recognizable

--Suffix code: no codeword is a suffix of any other codeword

How to construct a prefix code?
Enumerate?




Prefix Code: Representation

The space of D —ary prefix codes admits a very special structure. To represent them is of
fundamental importance

B Tree representation

B Interval representation
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- C]) 20 O (]) O B Each codework d;d, ...d,, can be

treated as a D-ary floating number

Start from the root: 0.d:d, ---.dn .
B Each node has D branches. B The left closed and right open m{ervql
B Each edge corresponds one of {0,1,...,D — 1} [0.dydy ...dy, 0.dqdy ... dy + —

DTl
B NO other codeword is allowed in it
B NO overlap between intervals

B (Prefix-free) For two code words ¢4, C5, the
corresponding paths p4, p, will not contain
each other. (A subtree will be occupied)




Kraft Inequality

m
Z Dli<1
i=1

instantaneous code with these word lengths.

(Kraft Inequality 1949) For any instantaneous code (prefix code) over an alphabet of size
D, the codeword lengths 14, l,,..., l,,, must satisfy the inequality

Conversely, given a set of codeword lengths that satisfy this inequality, there exists an

Root

FIGURE 5.2. Code tree for the Kraft inequality.

Leon G. Kraft

D7l can be treated as “percentage”

Assume [ < I, ... < l,;; (The maximum

depthis [,;,)

B For [}, it “occupied” a subtree in size
Dlm_li

B The aggregate size of subtrees

m
Z Dln—li
i=1
N
m
z D'm~li < plm = "only if“
i=1

B “if”: mathematical induction




Extended Kraft Inequality

(Extended Kraft Inequality) For any countably infinite set of codewords that form a
prefix code, the codeword lengths satisfy the extended Kraft inequality,

zD—li <1
i=1

Conversely, given any [y, l,, ... satisfying the extended Kraft inequality, we can construct a

prefix code with these codeword lengths.

B Let the D-ary alphabet be {0,1,...,D — 1}. Consider the ith codeword y;y, ...y,
Let 0.y1Y> ... ¥;; be the real number given by the D-ary expansion

i
0. 71 Y2 - Yy, = Z yy, D7
j=1

i B “Floating number” is more general

B An equation to capture “prefix”

This codeword corresponds to the interval

1
0.y1y2 - Y1, 0.¥1¥2 .. Yy, + Dh.)
v" This is a subinterval of the unit interval [0, 1].
v’ By the prefix condition, these intervals are disjoint.
B Code construction: First, reorder the indexing so that [; < [, <...

Then simply assign the intervals in order from the low end of the unit interval.



Exercise

O (Slackness in the Kraft inequality.) An instantaneous code has word lengths
l1,15,..., Ly, which satisfy the strict inequality

m
Z D7li<1
i=1

The code alphabetis D = {0,1,2,...,D — 1}. Show that there exist arbitrarily long
sequences of code symbols in D* which cannot be decoded into sequences of codewords.
[0 (Fix-free codes) A code is a fix-free code if it is both a prefix code and a

suffix code. Let Iy, [,, ..., L, be m positive integers. Prove that if
m

then there exists a binary fix-free code with codeword length [, [,, ..., L,,,.

O (% fix-free codes) Prove that when

the conclusion above holds.



Optimal Codes: Problem Formulation

B Kraft inequality gives a mathematical expression on the existence of prefix code
B The problem of finding the prefix code with the minimum expected length could be
formulated as a standard optimization problem
min L = ) p;l;
such that
YD li<1

B How to solve it? Lagrange

B Their gradient vectors are parallel
VF(X) = AVg
B Lagrangian
L(X,2) = f(X) + Ag
B Necessary condition

VL=0

Joseph Louis Lagrange
1736--1813




Optimal Codes: Solution

B The Lagrange multipliers
J =3¥pili +A(XD71 - 1)

B Differentiating with respect to [; , we obtain

9 _ p; —AD lilog, D
all l e
B Setting the derivatives to O, we obtain
L Di
D l; -
Alog. D
B Substituting this in the constraint to find A, we find A = 1/log, D, and hence
p; =Dt
yielding optimal code lengths,
l; = —logp p;

B This noninteger choice of codeword lengths yields expected codeword length

L* =Ypil; =3 —pilogp; = Hp(X)

B In general, Hp(X) cannot be attained —L
L* > Hp(X) pi=D""

l; = —logp;




Optimal Codes: Bounds

Let I3, 15, ..., L, be optimal codeword lengths for a source distribution p and D —ary
alphabet, and let L* be the associated expected length of an optimal code (L* = Y'p;L7).
Then

Hp(X) <L* < Hp(X) + 1

+1

B Recall that p; = D™% and [; = —logp p;

. 1 . . ..
B Since log) -~ may not equal to an integer, we round it up to give integer word-length
l

assignments,

1

[; = [logD p_ = Shannon codes
[

B Check [;’s satisfying Kraft inequality.

1 1
logp —<1[; <logp—+1
i Pi
B Toke expectations

Hp(X) <L<HpX)+1
Can we remove the “1” bit here?



Approach the Limit

B Encode n symbols X;,X,, ..., X;, on X together, where X;s are i.i.d ~ p(x).
B Denote the alphabet by X", the expected codeword length by L., the length of

codeword associated with (X1, X5, ..., X;,) by [(x1, X5, ..., X;)

1 1
L, = EZp(xl,xz, e XU (X, X0, oy X)) = EEl(Xl,Xz, v X))
B Treat X¢, X5, ..., X;, as a whole and apply the lower bound aforementioned
H(X1,X,,...,X,) < El(X, Xy, ..., X)) <HX, X, ..., X)) +1

B Since X;s are i.i.d, H(X1, X5, ..., X,) = nH(X)
1
HXO < Ly < HOXO) +

(Theorem.) The minimum expected codeword length per symbol statisfies
H(X{X,, .., X H(X{ X,, .., X 1
(12 n)SL*<(12 n)_l__
n n n
Moreover, if X1, X5, ..., X, is a stationary stochastic process,
L* - H(X)

Entropy rate




Wrong code

What happens to the expected description length if the code is designed for the
wrong distribution (q(x)). For example, the wrong distribution may be the best
estimate that we can make of the unknown true distribution.

(Wrong code) The expected length under p(x) of the code assignment [(x) = log— ( )

satisfies

H(p) + D(pllq) < Epl(x) < H(p) + D(pllq) + 1

The expected codelength is

Ez<x>—zp<x> log—— () D(plla)

(x) 1
=zp(")l°gq<x>p(x> 1

zp(x) log ( ) + Ep(x) log— +1
= D(pllq) +H() +1




Kraft Inequality For Uniquely
Decodable Codes

(McMillan) The codeword lengths of any uniquely decodable D-ary code must satisfy the
Kraft inequality

YD <1
Conversely, given a set of codeword lengths that satisfy this inequality, it is possible to
construct a uniquely decodable code with these codeword lengths.

v’ Consider C* the kth extension of the code (i.e., the code formed by the concatenation
of k repetitions of the given uniquely decodable code ().

v’ By the definition of unique decodability, the kth extension of the code is nonsingular.

v Since there are only D™ different D-ary strings of length n, unique decodability
implies that the number of code sequences of length n in the kth extension of the code
must be no greater than D™,

The class of uniquely decodable codes does
not offer any further possibilities for the set of
codeword lengths than do instantaneous codes.




Kraft Inequality For Uniquely
Decodable Codes (Cont’'d)

B Let the codeword lengths of the symbols x € X be denoted by [(x). For the extension
code, the length of the code sequence is [(x1, Xy, ..., xx) = Yy L(x;)

B The inequality we wish to prove is Y., D7) < 1.

B Consider the kth power of this quantity

k
(Z D—t(x)) _ Z Z Z p-la p-lx2) _ p=lx)

XEX X1EX x2€X  xR€X
_ 2 Dl p-l(x2)  p=10xr)

xl,xz,...,xkexk

klmaX
— —l(xk) — -m
lnax is the maximum codeword - z D - z a(m)D
length and a(m) is the number of xkexk m=1
k .. klmax
source sequences X mapping into
codewords of length m. < DMD™™ = kl .«

m=1

1
Z D7) < (kla)k = 1,as k = o

xeX



ROCI d ma p Homework

Cover: 5.7, 5.8, 5.14, 5.16, 5.28

Uniquely decodable code > Prefix code

Kraft inequality

NS

Solve the optimization B Existence is guaranteed
problem: optimal bounds B Next mission: Construction?




Summary

Related material: Cover, 5.1, 5.2, 5.3, 5.4, 5.5



